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Content-Based Image Retrieval Using Zernike Moments for

Binary and Grayscale Images
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Image features play a vital role in image retrieval. This chapter presents the use
of Zernike moment features for retrieving the binary and gray level images from es-
tablished image databases. To retrieve a set of similar category of images from an
image database, up to 25 Zernike moment features from order zero to order 8 were
utilized and experimented in this chapter. A total of 1400 binary images from MPEG-7
dataset and 1440 images from a COIL-20 dataset were used to evaluate the capabil-
ity of Zernike moments features for image retrieval. The experimental results show
that Zernike moments implementation is suitable for image retrieval due to rotation
invariance and fast computation.
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12.1 Introduction

Image retrieval is a technique of browsing, searching and retrieving images from a large
database of digital images collections. The availability of large amount of digital images
collections necessitates powerful algorithms for image retrieval. Thus, in searching for
an object from a large collection of digital images, it is necessary to develop appropriate
information systems to e�ciently manage these collections. Therefore, a number of
image searching [24, 14] and image retrieval systems [18, 13, 30] have been proposed.
One of the well-known techniques in image retrieval is Content Based Image Retrieval
(CBIR). CBIR system extracts image information known as features that are used to
retrieve relevant images from image database that best match with query image. Since
there are huge potential applications utilizing this technique, CBIR becomes a popular
research area in image retrieval [3, 28, 25, 6]. Basically, CBIR extracts appropriate
low-level features such as color, texture, shape or their combinations.

Shape plays an important role in describing image contents and for CBIR purpose,
a shape representation should be robust, invariant, easy to derive and match. In de-
scribing a meaningful shape representation, a common method is to use a moment
descriptor. The feature of image moments has been widely used in the area of com-
puter vision and robotics such as object identi�cation techniques [10, 19, 23]. Recently,
the famous application of image retrieval using moment based methods include med-
ical image retrieval [15, 2], trademark image retrieval [5, 1] and shape based image
retrieval [7, 11]. Moment functions capture global features and thus are suitable for
shape recognition. Some moment functions exhibit natural invariance properties in-
cluding invariance to translation, rotation or scaling. There are various examples of
moments including geometric, complex, radial and orthogonal. Geometric moments
are widely used in image processing, however these moments are not optimal with
respect to information redundancy. Hu [12] was the �rst to introduce seven moment-
based image invariants that set out the mathematical foundation for two-dimensional
moment invariants. Hu de�ned seven moment invariants from geometric moments
that are invariants to rotation. In order to make the features invariant to translation
and scaling, it needs to substitute the geometric moment with the normalized central
moment. These moment values are invariant to translation, rotation and scaling. Un-
fortunately, the computation of higher order moment invariants, is a quite complicated
process. To overcome the shortcomings associated with geometric moments, Teague
[26] suggested the use of orthogonal moments.

Orthogonal moments can be categorized into discrete and continuous orthogo-
nal moments. The most well known orthogonal moment families include Zernike
[26, 16], Pseudo-Zernike [27], Fourier-Mellin [8, 4], Legendre [22], Tchebichef [21]
and Krawtchouk [29] that were applied in most image processing applications. Mo-
ments with a continuous orthogonal base set such as Legendre [22], Zernike Moments
and Pseudo-Zernike can be used to represent an image with minimum redundancy
information. Tchebichef [21], sometimes also written as Chebyshev, and Krawtchouk
are among the famous discrete orthogonal moments. The bene�ts of the orthogonal
moments are the unique description of an object with low information redundancy
and their ability to perfectly reconstruct an image. Since the continuous orthogonal
moments have these properties, this research is focused on continuous orthogonal mo-



Content-Based Image Retrieval Using Zernike Moments... 277

ments and a brief description of the bene�ts is reviewed. Teague [26] introduced the
use of Zernike moments in image analysis to recover the image from moment invari-
ants based on the theory of orthogonal polynomials in 1980. Zernike moments are
rotation invariant, robust to noise and their accuracy in terms of their discretization
errors and reconstruction power has been discussed in [17]. Zernike moments are also
able to store the image information with minimal information redundancy and have
the property of being rotational invariant. Based on these properties of Zernike Mo-
ments, this chapter focuses on experimental evaluation of Zernike moments for image
retrieval.
Good features should have the following properties including e�ciency, invariance,

robustness, distinctiveness, accuracy and many more. In terms of e�ciency, the fea-
tures in an image should be detected fast, in time critical applications. As far as the
invariance properties are concerned, it is preferred to detect features that are una�ected
by the common mathematical transformations. Typically, the tackled deformations rel-
ative to robustness are image noise, blurring and compression. The intensity patterns
underlying the detected features should show a lot of variations such that features
can be distinguished and matched later on. The detected features also should be
accurately localized. This research focuses on the properties including invariance and
e�ciency in retrieving the similar images.
This chapter implements a Zernike moment method for retrieving similar looking

images from image database as in the image query. Experimental evaluation has
been carried out to verify the capability of the proposed method by retrieving similar
looking binary as well as grayscale images from established image database. The
rest of this chapter is organized as follows. Section 12.2 gives a brief review and
de�nitions of Zernike moments. In Section 12.3, the system architecture of Zernike
moments implementation is presented. Section 12.4 presents experimental results
for both binary and grayscale image databases followed by some related analysis and
discussion. The conclusions are presented in the �nal Section 12.5.

12.2 Zernike Moments

12.2.1 De�nitions

The complex Zernike moment of order p with repetition q for an image function I (ρ, θ)
in polar coordinates is de�ned as in Eq.(12.1).

Apq =
p+ 1

π

∑
ρ

∑
θ

[Vpq (ρ, θ)]
∗
I (ρ, θ) , s.t. ρ ≤ 1, (12.1)

where Vpq (ρ, θ) is a Zernike polynomial that forms a a complete orthogonal set over
the interior of the unit disc of x2 + y2 ≤ 1.

12.2.2 Zernike Polynomials

In polar coordinates, the form of the polynomial can be expressed as in Eq.(12.2). The
functions Vpq (ρ, θ) denotes Zernike polynomials of order p with repetition q.
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Table 12.1: Radial polynomial (Rpq) computation.

Vpq (ρ, θ) = Rpq (ρ) exp (−jqθ) , (12.2)

where

j =
√
−1

p: positive integer or zero; i.e. p = 0, 1, 2, ...,∞
p: positive integer subject to constraint p− |q| =even, q ≤ p
ρ: length of vector from origin to (x, y) pixel, i.e. ρ =

√
x2 + y2

θ: angle between the vector ρ and the x axis in the counter clockwise direction

The radial polynomial Rpq (ρ) is de�ned as in Eq.(12.3):

Rpq (ρ) =

(p−|q|)/2∑
s=0

(−1) (p− s)!
s! (p+ |q| − s)! (p− |q| − s)

ρp−2s. (12.3)

The radial polynomial up to order p will be computed until the meaningful or sim-
ilar features were obtained. The computation of radial polynomial with order p and
repetition q is shown in Table 12.1. Radial polynomial computation up to order 9 was
shown in Table 12.1 that is labeled as Rpq.
The Zernike polynomials will have to be calculated at each pixel position given that

Zernike moments de�ned in polar coordinates. By using a square-to-circular image
transformation as proposed by Mukundan and Ramakrishnan [22], Zernike polynomial
only needs to be computed once for all pixels mapped to the same circle. Figure 12.1
shows the schematic of square-to-circular image transformation.
From Fig.(12.1), the image pixels as arranged along concentric squares can be

mapped to concentric circles. The image coordinate system (x, y) is de�ned with the
origin at the center of the square pixel grid. The pixel coordinates of the transformed
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Figure 12.1: Schematic of square-to-circular image transformation.

circular image can be represented by γ and ξ. The values γ and ξ denote the radius
of the circle and the position index of the pixel on the circle, respectively. Both γ and
ξ values can be obtained as follows:

γ = max {|x| , |y|}

if |x| = γ, then ξ = 2 (γ − x) y

|y|
+
xy

γ

if |y| = γ, then ξ = 2y − xy

γ

It is assumed that the image intensity values are preserved under the transformation,
so that I (x, y) = I (γ, ξ). Therefore, values of the coordinate indices must be in the
ranges as follows:

−N/2 ≤ x, y ≤ N/2; 0 ≤ γ ≤ N/2; 1 ≤ ξ ≤ 8γ

where N is the image size. Then the polar coordinates p, q of the pixel (γ, ξ) are
normalized as in Eq.(12.4):

ρ = 2γ/N ; θ = πξ/ (4γ) (12.4)

12.3 System architecture

The architecture of Zernike Moments implementation for image retrieval is shown in
Fig.(12.3). There are two main phases in the system. The �rst phase is an o�ine
phase where Zernike moments' properties were extracted from image database. The
features that have been extracted are then stored as feature vector in feature database.
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Figure 12.2: System architecture of Zernike moments for image retrieval.

The second phase is an online phase where a user can select any image query from
image database. Similarly, a set of Zernike moment features will be extracted from the
query image. These features will later be compared with the same features from the
set of previously stored features in the features database. Similarity measurement, i.e.
Euclidean distance is used to compute the distance measure between the features from
the query image and each feature vector of the database images. The distance measure
results will be used to sort and rank the images inside the database accordingly, before
a set of retrieval output is displayed to the user.

To obtain the similarity between images, let V (k) =
{
v
(k)
1 , v

(k)
2 , v

(k)
3 ..., v

(k)
n

}
and

Q = {q1, q2, q3, ..., qn} denote a feature vector corresponding image k in the database
and query image, respectively. The Euclidean distance measures the similarity between
query image and each image in the database using the following equation:

ED
(
Q,V (k)

)
=

√∑n
i=1

(
qi − v(k)i

)2
(12.5)

where n is the length of feature vector. The value of k for which the function ED is
minimum, is selected as the matched image index.

12.4 Experimental Results and Discussion

In this section, experimental results of Zernike moments' implementation that is carried
out by using both binary and grayscale image datasets are presented. The experiments
are implemented under the Microsoft Windows XP operating system using MATLAB®
version 7.12.0 and on Intel (R) CPU 2.00 GHz with 3.0 GB RAM. The experiments were
conducted using the Zernike moments method in testing the capability in retrieving
similar look images from the binary MPEG-7 [20] image database and the gray-level
COIL-20 [9] image database.
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Table 12.2: List of Zernike moments up to order p = 8.

12.4.1 Feature Extraction Using Zernike Moments

In all of the experiments, a total of 25 Zernike moments from orders 0 − 8 were
extracted from image database. As a feature, Zernike moments are constructed using
a set of complex polynomials and are de�ned inside the unit circle and the radial
polynomial vector. The computation of Zernike moment with order p and repetition
q is shown in Table 12.2 that is labeled as Zpq.

12.4.2 Binary Image Retrieval

The binary images used are the MPEG-7 Core Experiment CE Shape-1 Part B dataset
that was obtained from [20] and created by the Motion Picture Expert Group (MPEG)
committee. It contains 1400 binary images grouped into 70 categories.

12.4.2.1 Feature Computation of MPEG-7 Images

Table 12.3 shows the selected Zernike moments values for MPEG-7 binary images.
From Table 12.3, it can be observed that Zernike moment features of Device0_1 have
have small di�erence with features of Device0_3 and thus is e�cient in retrieving and
included in top 10 ranking. One can notice that the di�erence of Z22 for Device0_1
and Device0_3 is 0.2888. However, for Device9_3 which is a totally di�erent shape
with Device0_1, these features have huge di�erences, i.e. 32.9132.

12.4.2.2 Retrieval Ranking Results of MPEG-7

The selected retrieval ranking results for MPEG-7 image dataset is shown in Table
12.4. In this example, only �ve di�erent images were selected as a query image such
as Device0_1, Car1, Misk1, Device9_1 and Seasnake1. In total there are 20 image
retrieval ranks for a particular category, however for testing purposes in this chapter,
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Table 12.3: Example of Zernike Moments up to the 8-th order of MPEG-7 binary
images.

only the top 10 image retrieval results were displayed. From Table 12.4, it can be
observed that Device0_1, Misk1 and Device9_1 give better results, since all the top
10 retrieved images are from similar categories with the query images. For the image
under the category of Car1, it perfectly retrieved the �rst 9-th rank, however it fails
to retrieve similar category under rank 10, i.e. in this case it retrieves an image under
chopper category. The last query image is Seasnake1, where only rank 1 to rank 5,
the system successfully retrieves similar image category, but at rank 6 to 8 it retrieves
di�erent category from query image. In rank 9, it retrieves the similar category again
but then in rank 10, it again retrieves di�erent image category. In terms of speed, on
average it takes 0.0964 seconds in retrieving the similar images for Device0_1, which
could be considered quite fast for a database containing more than a thousand images.

12.4.3 Grayscale Image Retrieval

The gray level images chosen in this experiment are the COIL-20 image database.
COIL-20, the Columbia University Image Library [9] contains a total of 1440 grayscale
images. It consists of 20 di�erent objects and each object was captured at 72 di�erent
poses. The object was placed on a motorized turntable against a black background
where the turntable was rotated through 360 degrees to vary object pose with respect
to a �xed camera. Images of the object were taken at pose intervals of 5 degrees.
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Table 12.4: Retrieval ranking results of MPEG-7 binary images.
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12.4.3.1 Features Computation of COIL-20 Images

Table 12.5 shows all of the 25 Zernike moment values extracted from COIL-20 image
database. For simplicity, only one of the 20 categories has been selected as the query
image. From this table, it can be observed that in rank 1, it retrieves similar image
as in the query because of the same features' values. In rank 4, the rotated image
retrieved in top 5 of the ranking has shown and con�rmed that Zernike moments are
rotation invariant.

12.4.3.2 Retrieval Ranking Results of COIL-20

Table 12.6 shows the retrieval ranking results for gray scale images by using COIL-20.
Five di�erent images have been chosen as a query image and only the top 10 of the
retrieved images were shown. From the results shown in Table 12.6, it can be observed
that all the top 10 ranks were able to retrieve similar image categories as in the query
image except for the third query where in ranking number 8, it has retrieved an object
from di�erent category. Further observation shows that Zernike moments are able to
retrieve a rotated image under similar category, i.e. rank 4 in the �rst image query.
These results show that Zernike moments' implementation for grayscale images are
also e�cient in retrieving similar look image as in the case of the binary images in
earlier experiments.
It should be noted that the e�ciency obtained under gray scale images is better

than in the case of the binary images due to the number of images per image category
being used. For gray scale images, in one category there are 72 images with di�erent
poses, thus the retrieval results for grayscale images are much better when compared
to binary images.

12.5 Conclusion

The idea of implementing Zernike moments as feature extractor in image retrieval is
that Zernike moments properties were robust to image rotation. Because of Zernike
moments are de�ned over the unit disk, they are naturally una�ected by rotation. It is
proven through the conducted experiments that Zernike moments are rotation invariant
and fast computed. The image retrieval by using Zernike moments features show that
they can retrieve similar looking images for both binary and grayscale images. The
proposed future work is aimed to achieve other properties such as translation, scaling,
occlusion and a�ne invariance.
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