
CHAPTER 3

Topic Correlations for Cross-Modal Multimedia Information
Retrieval

Jing Yu and Zengchang Qin

Advanced information retrieval systems face a great challenge arising from the emer-
gence of massive and multi-modal data, including images, texts, video, audio and etc.
One of the most important problems in this field is to accomplish effective and efficient
search across various modalities of information. Given a query from one modality, it is
desirable to retrieve semantically relevant answers in all the available modalities. This
chapter first briefly reviews related works, including uni-modal information retrieval,
multi-modal information retrieval, and cross-modal information retrieval. For cross-
modal retrieval models, this chapter gives an introduction to manifold alignment-based
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model (MAM), naive topic correlation model (NTC), and semantic topic correlation
model (TCM) and their correspondence mapping techniques, particularly semantic
topic correlation mapping. An extension of TCM applied to retrieve information in
Chinese language is also introduced in this chapter.

3.1 Introduction
Various online multimedia information has been increasing explosively in disparate
modalities, such as image, text, audio and video. Effective and efficient information
search techniques are desirable to access such massive and multi-modal data. However,
the predominant multimedia search engines today are still using keywords as queries,
which have obvious shortcomings. For instance, a concept can be more accurately
described by using more words. However, for a search engine, a query with a few key-
words reflecting the main information of the concept you are looking for is more desired
than detailed descriptions. Using long sentences, although it is semantically delicate
yet redundant for a search engine. Another shortcoming is that successful search en-
gines for large-scale information require that the latter be augmented with annotations
provided by human annotators. But manual information annotation is subjective that
may cause retrieval deviations by users with different views of understanding.
In recent years, much effort has been made to solve the above problems. One

popular research area is content-based image retrieval (CBIR) [31, 48], which aims to
retrieve relevant images given an image query based on the similarity of visual features.
However, the retrieval results exist serious “semantic gap” between the low level image
features and human’s high level semantic concepts. Another research area focuses on
automatic image annotation [7, 10, 25]. The goal of automatic image annotation is
to automatically assign relevant text to an out-of-sample image. But the annotations
are usually in form of a few keywords which are limited to accurately describe the
semantic content of an image. How to build a joint model to capture the relations
between disparate modalities while supporting access to the content in each individual
modality is essential for further progress in the multimedia research area.
In this chapter, we introduce a cross-modal information retrieval model, named

as semantic topic correlation modal (TCM), by mapping different modalities, into a
semantic space in order to find their semantic topic correlations in the space. The
topic correlations between different modalities are measured by an effective statistical
distance obtained from a hierarchical representation of the raw data. Although this
model can be applied to any combination of modalities, we restrict our discussion to
documents containing images and texts. Moreover, we also extend the TCM for cross-
modal retrieval tasks on Chinese corpora since most of previous research only focused
on English corpora. A text in English can be regarded as a collection of words, which
are the basic semantic units in the majority of western languages. So techniques used
in studying English can be easily extended to other alphabetic languages. However,
in Chinese language, both characters and words play important roles in accurate ex-
pression. In this chapter, an extension of the TCM is studied to retrieve information
in Chinese language by analyzing the influence of both characters and words serving
as the basic semantic units.
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The rest of this chapter is structured as follows: Section 3.2 briefly introduces
the related work in three categories, including uni-modal information retrieval, multi-
modal information retrieval, and cross-model information retrieval. In Section 3.3, we
describe the definition of cross-modal information retrieval problem and the hierar-
chical image and textual representations for semantic content modeling. Cross-modal
retrieval models based on manifold alignment is introduced in Section 3.4. The naive
model and semantic model based on topic correlations are presented in Section 3.5 and
Section 3.6, respectively. To verify the effectiveness of the newly proposed semantic
topic correlation model, two applications are presented on three benchmark datasets,
including both English and Chinese datasets. The retrieval performance are analyzed
and compared to previous work in Section 3.7. The conclusions and future work are
given in Section 3.8.

3.2 Related Work

3.2.1 Uni-Modal Information Retrieval

Multimedia information retrieval, mainly focusing on the text modality and image
modality, has been well studied in both multimedia and information retrieval areas.
The predominant research in these areas are focused on uni-modal approaches, which
only consider single modality for both query and retrieved data. For instance, in
[36], a query text is given to retrieve relevant text documents based on bag-of-words
features. While in content-based image retrieval area [12, 31, 48], an image is used
as a query to retrieve similar images by matching their visual features. However, uni-
modal approaches are not always effective. They limit the applicability of multimedia
retrieval models to retrieving the same modality with the query, without answers from
other rich modalities. Moreover, the “semantic gap” between low level image features
and human’s high level semantic concepts severely influences the performance of the
image retrieval models [38].
Currently, most of the image retrieval systems in the famous search engines, such

as Google, Yahoo, etc, provide image retrieval functions by textual queries. These
systems, in fact, augment the image collections with related textual descriptions. The
textual descriptions are typically a few keywords or short captions provided by manual
annotation or automatic image annotation [7, 10, 25]. When these textual metadata is
available, the query text is matched with the textual metadata describing images in the
collections during the retrieval procedure. Thus the retrieval procedure is actually uni-
modal regardless of the image data and the retrieval performance is highly depended on
the accuracy of image annotation. However, both manual annotation and automatic
annotation have obvious problems that a few annotated keywords cannot describe
an image accurately especially for scene images. It is also possible that users and
annotators use different keywords to describe the same image. These problems greatly
limit the effectiveness of the systems. Thus, uni-modal search techniques are not
enough to meet the requirements of information search across multiple modalities.
How to model semantic relationships between different modalities, such as documents
with paired data of images and texts, is essential to many practical applications.
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3.2.2 Multi-Modal Information Retrieval
Moving beyond uni-modal retrieval, various models have been proposed to study multi-
modal information retrieval [18, 23, 24, 31, 42]. The multi-modal retrieval models are
generally extended from uni-modal ones since they combine information from mul-
tiple modalities in different retrieval procedures of common retrieval models. There
are typically two kinds of combination strategies: (1) Combination of low-level fea-
tures from different modalities into concise multi-modal features. In [24], a manifold
learning algorithm based on Laplacian Eigenmaps is introduced to combine low-level
descriptors of each separate modality and map them to a common low-dimensional
multi-modal feature space. In such feature space, semantically similar multi-modal
data are represented by multi-modal vectors close to each other. (2) Combination of
independent systems at different levels. For example, Kliegr et al. [23] utilized a com-
bination of two independent systems at the output level, so that one system models
the text data stream while the other models the image data stream. Iyengar et al.
[18] developed a joint retrieval framework, in which individual components are used
to model different relationships between documents and queries, and then combined
via a linear model. Similar research with combinations at other levels was presented
in [31] and [42], which [13] gives a good overview of these models and also introduces
combination of multi-modal and uni-modal retrieval models.
In general, multi-modal retrieval models are extensions of the uni-modal ones, which

support retrieving more than one modality simultaneously but require queries having
the same modalities with the retrieved data. Users cannot access each data modality
individually, which limits the models’ applicability.

3.2.3 Cross-Modal Information Retrieval
In recent years, progress in cross-modal information retrieval has overcome the limi-
tation of both uni-modal and multi-modal retrieval models. In the literature, various
modalities have been studied, including images and texts [7], texts and audio [37], im-
ages and audio [49], or texts, images, and audio [46, 45]. One kind of popular models
intends to build generative models for predictive tasks. The key technique involves
building a joint model based on the correlations to bridge up the “semantic gap” be-
tween different modalities. Following previous work of Blei et al. [7, 8] introduces a
correspondence latent Dirichlet allocation (Corr-LDA) to model the images and as-
sociated annotations within a shared mixture of latent factors. [7] also proposed a
multi-modal LDA (mmLDA) to compute a mean topic distribution topic as the shared
variable between different modalities. Other models like [19, 32, 40] pay attention to
either distance between different multimedia documents or optimizing the likelihood
of the topic model.
Recently, some attempts bring new perspective for solving the cross-modal retrieval

problem. Yang et al. constructed a Multimedia Correlation Space (MMCS), where
each multimedia document (including text, images and audio) is represented as a
point, based on the the original content and the correspondence between the hetero-
geneous data. Then a novel ranking algorithm is used, which adopts a local linear
regression model for each point and aligns all the regression models by minimizing a
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global objective function. Though this method yields significant retrieval performance
on the training dataset, the method achieves low retrieval accuracy when the query
is out-of-sample, unless the relevance feedback is applied to the ranking procedure.
Mahadevan et al. [28] computed the nearest neighbors of the query among the train-
ing samples in the original feature space and learned a mapping of the query as a
weighted combination of these neighbors. The similarities between different modali-
ties are computed in the mapping space. Mao et al. [29] proposed a Parallel Field
Alignment Retrieval (PFAR) method, which considered the cross-modal information
retrieval as a manifold alignment task employing parallel techniques. Rasiwasia et
al. [35] demonstrated the benefits of jointly modeling text and image components
by mapping these two modalities into a common space via the canonical correlation
analysis (CCA). The joint model greatly improves the cross-modal retrieval accuracy
and outperforms state-of-the-art uni-modal retrieval approaches.
Inspired by [35], we develop a new model for cross-modal retrieval, which is more

simple and effective compared with [35]. Different from their work, our cross-modal
multimedia retrieval system is based on the statistical correlations between these two
components. As a general cross-modal retrieval system, our model will accomplish two
tasks: (1) Given a text query, retrieve relevant images, and (2) given an image query,
retrieve relevant texts. Our work mainly concentrates on jointly modeling different
modalities by considering category information.

3.3 Cross-Modal Problem Definition and Modality
Representation

3.3.1 Cross-Modal Problem Definition

In multimedia information retrieval, documents generally contain multiple forms of
contents. We consider the retrieval tasks from a dataset containing documents of
image and text components. The retrieval problem is to search semantically matched
texts by an image query and vice versa. Formally, given a set of documents denoted as
D = [D1, D2, ..., DK ], we assume that each document Dk, k = 1, ...,K, contains at
least an image and associated text. In fact, there can be multiple texts accompanied
with more than one image or none image and vice versa. In this chapter, we only
consider a simplified case of an one-to-one mapping between image and text as shown
in Fig.(3.1), which can be defined as:

Dk = [Ik, TXk], k = 1, ...,K (3.1)

where Dk ∈ D, and Ik and TXk denote the image and corresponding text in Dk,
respectively. The retrieval task is to find the most semantically related TXk (or Ik)
in D given a query Iq (or TXq).
Given the above representations of two modalities, the key problem of the cross-

modal retrieval is to model the correlations between the text modality and image
modality. For simplicity, we introduce a score function to evaluate the correlation of
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TXT 

Figure 3.1: Definition of multimedia documents in our model. Each document contains
a text and its corresponding image.

an image Ik given a text query TXq by

S(Ik) = P (Ik|TXq) (3.2)

Similarly, the score function for TXk is

S(TXk) = P (TXk|Iq) (3.3)

Eq. (3.2) and (3.3) are used to arrange the retrieval results in a descending order
given a query image or text.

3.3.2 Topic Representations
The cross-modal multimedia retrieval task is to handle a large and heterogeneous col-
lection of images accompanied by unstructured and noisy texts. Choosing appropriate
content representations that are able to capture the semantic correlations between dif-
ferent modalities is a critical issue in the multimedia retrieval field. Low-level features,
such as keywords and captions for texts or colors and textures for images, contain lim-
ited semantic information to describe the complex content in the modalities. Recently,
the mid-level features, such as visual words in the bag-of-features model [48], and la-
tent topics in topic models [52, 51], attract much attention for their effectiveness in
semantic modeling. In the following, we will introduce these mid-level representations
since the cross-modal retrieval models introduced in Section 3.4, Section 3.5, and Sec-
tion 3.6 are based on these representations for further investigation of the correlations
between different modalities.

3.3.2.1 Image Representation

The desired representation for images should be robust with small changes, such as
illumination, scale, and transformation. Moreover, a good representation is required
to map the original image to a lower-dimensional feature space where images within
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a category are ideally near to each other while keep large distances to the images
belonging to other categories.
Among content based image models, one of the most popular approaches is the

bag-of-features (BoF) model [15]. Previous research has shown that the BoF model
is robust in object and scene classification [20], image search [48], and video retrieval
tasks [14]. The model is invariant to slight changes of features in the local regions
by quantizing each feature to a representative visual word. The basic idea of BoF
is to describe each image as an orderless collection of local features. The detailed
methodology for generating an image representation is described as follows.

Local Feature Extraction The first step of the BoF model is to extract discrimi-
nant local features, which capture the invariant properties of relevant image changes.
The scale invariant feature transform (SIFT) [26] feature has been proven to be power-
ful descriptors with respect to different geometrical variations, e.g. translation, scale,
rotation, and small distortions. Keypoints are firstly searched in the difference of
Gaussian (DoG) space [9] and then gradients are computed using Gaussian weighted
derivatives in the local regions with region size of 16× 16 pixels around the keypoints.
Each region is divided into 4× 4 spacial bins. In each bin, we linearly interpolate the
gradients into 8 directions. Finally, we compute a normalized 128-dimensional vector
as the SIFT descriptor for each region.

Codebook Generation Following the local feature extraction procedure, we utilize
a k-means clustering to generate a codebook. The local descriptors d = [d1, d2, ...dn]
are divided into k clusters C = [C1, C2, ...Ck]. The cluster centers J , also referred
to as visual words, are defined as a set of vectors {vi} calculated by minimizing the
following equation:

J = arg min
{vi}

k∑
i=1

∑
dj∈Ci

‖dj − vi‖ (3.4)

where
vi = 1

|Ci|
∑

dj∈Ci

dj (3.5)

Feature Quantization For each image, we use the “hard assignment” method [21]
to assign each descriptor to one cluster center via the nearest-neighbor classifier and
normalize the resulting histogram. So far, images are represented as distribution his-
tograms over k visual words.

3.3.2.2 Text Representation

In text modeling, statistical methods have become increasingly popular and attracted
more attention compared to classical syntactic rule-based natural language processing
(NLP) techniques. Based on the bag of words (BoW) assumption [17], natural lan-
guage is considered as a set of orderless data and important semantic patterns can
be detected and learned by using machine learning algorithms. For example, the topic
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model, a type of Bayesian generative model with a latent variable for modeling se-
mantic topics, has attracted considerable attention in both machine learning and NLP
communities. The main idea of topic models is that documents can be represented as
a mixture of latent topics, and each topic is a probability distribution over the vocab-
ulary. The topic models depict a probabilistic procedure to show how documents are
described in a concise way. A most well used topic model is Latent Dirichlet Allocation
(LDA) [8] in which a Dirichlet distribution is used to generate a k-dimensional ran-
dom variable θ as the topic mixture weights. A k-dimensional Dirichlet variable α is
conjugate to Multinomial distribution and this property is conductive for the inference
and estimation. The LDA can be considered as the following generative process for
each text document w in a corpus:

1. Choose θ ∼ Dir(α).
2. For each of the N words wn:
i) Choose a topic zn ∼Multinomial(α).
ii) Choose a word wn from p(wn|zn, β), a multinomial probability conditioned on

the topic zn.

In the above process, β is a k×V matrix, where k is the number of topics, and
V is the size of vocabulary. Based on the LDA procedure, we can calculate the joint
probability of θ, z and w given α and β as hyper-parameters, which is given by:

p(θ, z,w|α, β) = p(θ|α)
N∏

n=1
p(zn|θ)p(wn|zn, β) (3.6)

The marginal distribution w can be calculated by summing over zn and integrating
over θ as defined by:

p(w|α, β) =
∫
p(θ|α)

N∏
n=1

∑
zn

p(zn|θ)p(wn|zn, β)dθ (3.7)

The LDA has been widely used in different NLP tasks, such as information retrieval
[41], text classification [39], and question answering system [33]. In this work, the
text components in the documents with paired texts and images are described as
distributions over pre-trained topics by using the standard LDA [3]. Figure 3.2 gives a
schematic illustration of how a multimedia document is processed based on the image
components and text components, respectively.
The representations of both images and texts here do not use the low-level features

directly. We construct the mid-level representations for modeling the contents in a two-
level hierarchical structure to make them more robust and abstract. In this chapter,
we use the term “topics of features” instead of the visual words in order to highlight
the similarity between bag-of-features model and the topic model, because we are
interested in studying the correlations between these topics of different modalities.
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Figure 3.2: Topic representations of texts and images in given multimedia documents.
On the left-hand side, representations of the image components are based
on the bag-of-features model. SIFT features are extracted on all the train-
ing images and a codebook is learned from these features. Each image is
represented as a distribution over visual words in the codebook. On the
right-hand side, representations of the text components are based on the
latent Dirichlet allocation model. Texts are first pre-processed and repre-
sented in terms of word frequency. The latent Dirichlet allocation is used
to learn the topics from the whole corpus and each text is represented as
the distribution over these topics.
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Figure 3.3: Schematic illustration of manifold alignment. Two datasets X and Y con-
taining different modalities are mapped into a common space, where the
corresponding instances from different datasets are equal, while the local
structural similarities are consistent with the original datasets.

3.4 Manifold Alignment Model
One popular kind of models for cross-modal multimedia information retrieval is based
on manifold alignment techniques [27, 29, 45, 46, 49, 55], which is also widely used
in automatic machine translation, cross-lingual information retrieval, image interpre-
tation, and social network analysis. Manifold alignment is a dimensionality reduction
technique that maps datasets from two or more disparate modalities to a common
lower-dimensional space by aligning their underlying manifold. After manifold align-
ment, data from disparate modalities will have a unifying representation in a common
space that keeps the structural similarities of each original dataset and preserve the
correspondence between disparate datasets (see Fig.(3.3) ). Retrieval is then con-
ducted by computing the nearest document on the manifold space to a multimedia
query.
Figure 3.3 shows the illustration of the problem of manifold alignment. From the

perspective of cross-modal retrieval, X and Y can respectively represent the feature
space of the image dataset and the text dataset, whose instances lie on the same
manifold Z. Manifold alignment aims to find two mapping functions f and g so that
f(xi) and f(yj) are close to each other in terms of Euclidean distance if xi and yj are
close to each other in manifold space. Image features in X can be represented by a
n×p matrix containing n samples in p-dimensional feature space. Textual features in
Y can be represented by a m×q matrix containing m samples in q-dimensional feature
space. f : Rp → Rk, and g : Rq → Rk, where k is the dimension of the joint latent
space.
Manifold alignment algorithms can be categorized into three types, supervised, semi-

supervised, and unsupervised. If the correspondence information is completely avail-
able, the algorithm is supervised and corresponding samples from different datasets
will be mapped to a unifying point in the joint latent space. If the correspondence
information is incomplete, the algorithm is semi-supervised and the alignment depends
on both the incomplete correspondence and the datasets’ inner structure. Given no
correspondence information, the algorithm is unsupervised and external corresponding
information has to be learned from the data. [27] gives a good introduction on mani-
fold alignment and alignment approached based on one-step alignment and two-step
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alignment.
However, cross-modal retrieval models based on manifold alignment lacks out-of-

sample generalization. As far as we know, there is no effective method to map the
query into the manifold space and compute the similarity with documents in the
datasets directly. All the queries have to be mapped to the nearest neighbors from the
dataset of the same modality, which is depart from the intrinsic purpose of cross-modal
retrieval.

3.5 Naive Topic Correlation Model
For a specified document, though its contents may be in different modalities, the
underlying semantic contents are similar or even identical. In this model, an image is
represented by a distribution over visual words, and a text is described by a distribution
over topics. Intuitively, the underlying relationships between some particular visual
words and topics may imply a common latent semantic concept.
Let V = [V1, V2, ..., VM ] denote a set of visual words in the codebook (M is the

codebook size), and T = [T1, T2, ..., TN ] is a set of topics (N is a predefined number
of topics). For a visual word Vi and a topic Tj , the underlying probabilistic relation
can be computed on the training document D = [D1, D2, ..., DK ]:

P (Vi|Tj) =
∑K

k=1 P (Vi|Ik)P (Ik|TXk)P (TXk|Tj) (3.8)

where P (Vi|Ik) is the BoF distribution over Vi of the image Ik. Since the image Ik

and the text TXk appear in the same document Dk, then

P (Ik|TXk) = P (TXk|Ik) = 1

For the third term P (TXk|Tj), according to the Bayes theorem, we can obtain

P (TXk|Tj) = P (Tj |TXk)P (TXk)∑K
k=1 P (Tj |TXk)P (TXk)

(3.9)

where P (TXk) is the prior probability of the text component in document Dk.
P (Tj |TXk) is the probability of topic Tj given text TXk that can be predicted by LDA.
As no prior information is available on each document, we use the uniform distribution
as the prior according to the principle of maximum entropy. Formally,

P (TXk) = P (Ik) = 1
K

(3.10)

Similarly, the likelihood of topic Tj given a visual word Vi is computed by:

P (Tj |Vi) =
∑

k P (Tj |TXk)P (TXk|Ik)P (Ik|Vi) (3.11)

where P (Tj |TXk) is the topic distribution over Tj given text TXk. Using the Bayes
theorem, P (Ik|Vi) can be defined as:

P (Ik|Vi) = P (Vi|Ik)P (Ik)∑K
k=1 P (Vi|Ik)P (Ik)

(3.12)
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Based on the above correlation between the topics of words and the topics of features,
we can calculate the relevance between any images (texts) and a text (image) query.
The likelihood of being the image Ik given a query text TXq and vice versa can be
evaluated by:

P (Ik|TXq) =
∑

i

∑
j P (Ik|Vi)P (Vi|Tj)P (Tj |TXq) (3.13)

P (TXk|Iq) =
∑

i

∑
j P (TXk|Tj)P (Tj |Vi)P (Vi|Iq) (3.14)

However, such correlations do not take into account of any complications regarding
how images and texts are semantically related. The model only uses the naive prob-
abilistic relations between the topics of words and the topics of features. In [47], the
experimental results showed that this correlation is weak. If we are able to find the
correlations between some specific topics of words and topics of features within docu-
ments belonging to one category, the correlations are relatively strong. However, this
model intends to relate the images to texts based on the mid-level features and does
not consider the category information. The entire dataset, including documents from
different categories, is used to train the model, which weakens the desired correlations
significantly. Moreover, the correlations between some specific topics of words and
topics of features are weak when the correlations on the documents are from different
categories.

3.6 Semantic Topic Correlation Model
Instead of directly mining the correlation between mid-level features of texts and im-
ages, semantic topic correlation model represents both of these modalities at a seman-
tic level and map them into a common semantic space, where correlations between
texts and images can be built at this more abstracted level. A feasible way to correlate
texts and images with semantic level concepts is to assign a semantic concept to each
multimedia document in the datasets, thus the text and image in one document will
be labeled by the same concept. In this model, we consider local correlation based on
the category information and map the topic representations of both images and texts
to a semantic space, which has a meaningful concept for each dimension. We refer to
this model as a local topic correlation model (TCM).
Given the category information, two semantic mappings are implemented by training

two multi-class classifiers on the BoF descriptors of images and the topic descriptors
of texts, respectively. Then each image Ik in the topics of features space can be
mapped into a vector of posterior probabilities P (Ci|Ik), where Ci is the ith category
given the predefined categories of documents C = [C1, C2, ..., Cn]. These posterior
vectors are existed in a new space called the semantic space. Similarly, each text Tk

in the topics of words space can be mapped into a vector of posterior probabilities
P (Ci|Tk). These vectors are in the same semantic space as images’ vectors because
each dimension of these two kinds of vectors indicates the same document category.
Figure 3.4 shows the schematic illustration of the semantic mapping procedure for this
cross-modal retrieval model.
One of the possible ways to compute the vectors of posterior probabilities is to apply

multi-class support vector machine (SVM) [4]. This builds multiple ’one-versus-one’
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Figure 3.4: Schematic illustration of the semantic mapping for the TCM model. (Left)
Semantic mapping of the text components from corresponding topics of
words space, learned by LDA, to the semantic space, learned by the multi-
class classifier for texts. (Right) Semantic mapping of the image com-
ponents from associated topics of features space, learned by BoF, to the
semantic space, learned by the multi-class classifier for images.

binary classifiers and each binary classification is considered to be a voting casting
for one category [11]. By normalizing the votes of all the categories, we obtain a
vector of posterior probabilities over all the categories for each image (P (Ci|Ik)) or
text (P (Ci|Tk)). A multi-class SVM classifier is trained for the images and texts
respectively to map their mid-level features to the same semantic space. Since it is
common in probability estimation that estimated probability can be inaccurate with
small number of training data, it is not necessary to compute the posterior probabilities
explicitly and other algorithms for multi-class classification, such as k-nearest neighbor,
neural networks, or logistic regression can be used to obtain the posterior probabilities
here.
After semantic mapping, correlations between texts and images can be established

by computing the conditional probability of a retrieved image given a text query or
vice versa in the retrieval procedure. Given a text (image) query, represented by a
vector of probability P (Ci|Tk) (P (Ci|Ik)), text classifier (image classifier) is utilized
to predict its probability distribution over categories. The probability of the image Ik

given a text query TXq is then computed by summing up the conditional probabilities
across all the categories as expressed by:

P (Ik|TXq) =
∑

i P (Ik|Ci)P (Ci|TXq) (3.15)

where P (Ci|Ik) and P (Ci|TXq) can be obtained through the predictions from the
learned multi-class SVM classifiers. These two probabilities are not necessarily the
same since the classifiers are trained individually, based on the contents of different
modalities. Given a query text TXq, the value of score function S (Ik) for a retrieved
image Ik in the dataset is assigned by the value of P (Ik|TXq), which is used to rank
the retrieved images in a descending order.
Similarly, given an image query Iq, the probability of the text component is computed
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by:
P (TXk|Iq) =

∑
i P (TXk|Ci)P (Ci|Iq) (3.16)

where P (TXk|Ci) is evaluated by:

P (TXk|Ci) = P (Ci|TXk)P (TXk)∑
k P (Ci|TXk)P (TXk) (3.17)

where P (Ci|TXk) and P (Ci|Iq) can be obtained through the predictions from the
learned multi-class SVM classifiers.
Given a query imageIq, the value of score function S(TXk) for a retrieved text

TXk in the dataset is assigned by the value of P (TXk|Iq), which is used to rank the
retrieved texts in a descending order.

3.7 Application Examples
To evaluate the effectiveness of some popular cross-modal retrieval models, we applied
some representative models on three datasets, including English Wikipedia, TVGraz,
and Chinese Wikipedia. The retrieval results are compared for the following tasks:
(1) Given an image query from the test set, the retrieval system returns a ranked set
of all texts from the training dataset, and (2) query a text to obtain a ranked list of
images. The mean average precision (MAP) [54] is adopted to measure the retrieval
performance.

3.7.1 Dataset Description
Three benchmark datasets are tested to evaluate the retrieval performance of some
representative cross-modal retrieval models.

English Wikipedia
The English Wikipedia corpus [1] is a collection of “Wikipedia featured articles”,

which has been first used in [35]. We name it En-Wikipedia for short to make differ-
ence from the Ch-Wikipedia which will be mentioned later. It contains 2866 paired
images and texts that are divided into 10 categories. The article in each document is
split into sections according to the section headings. The first image associated with
a particular section is chosen as its related image for this document. The sections
within the document without images are ignored. In our experiments, the processed
dataset is randomly divided into two parts with three-fourths the documents (2173) for
training and the remaining one-fourth (693) for testing. Three sample images for each
category are shown in Fig.(3.5). In the Wikipedia dataset, texts are well expressed and
can be representative to their semantic categories. However, images in each category
are relatively ambiguous. For instance, a portrait of a historical figure can be appeared
in multiple categories, such as “art”, “history”, “literature”, and “warfare”. This leads
to ambiguity for correctly classifying these images, because categories in Wikipedia
are abstract and have overlaid semantics.
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Art   Biology  Geography  History Literature  Media     Music  Royalty   Sport    Warfare 

 

Figure 3.5: Samples of the ten categories of the En-Wikipedia dataset.

TVGraz
The TVGraz dataset [5] is a collection of webpages including images and texts [22].

It contains the top 1000 results from Google image search for each of 10 categories
from the Caltech-256 [16]. The database is pre-processed and contains 2594 image-
text pairs. We choose the texts that have more than 10 words in our experiments
and there are 2382 documents in total. The average length of the texts is 361 words.
The three-fourths of documents (1789) are randomly selected for training and the
remaining one-fourth (593) of the documents are used for testing. Figure 3.6 shows
three sample images for each category.
For the above two English datasets (En-Wikipedia, TVGraz), we first pre-process

the raw text documents by parsing them into words and deleting punctuation as well
as numbers. A stop-word list [2] is then applied to remove insignificant words, such as
“if”, “a”, “with”, and “I”. Finally, a stemming process is used to represent words by
their roots. For instance, “paint”, “paints”, “painted” , and “painting” are represented
by the word “paint”.

Chinese Wikipedia
Since there is no well established image-text paired Chinese corpus for cross-modal

retrieval research, we create a dataset named Ch-Wikipedia [6]. It consists of 3103
documents of paired texts and images from 9 categories. Three sample images for each
category are shown in Fig.(3.7). The documents in this corpus are obtained from the
contents of Chinese Wikipedia, which is one of the biggest online information websites
in Chinese language. There are 20 classes in original corpus covering literature, media,
sports, politics and other topics. Each article is split into multiple parts by section
headings. The texts containing less than 100 Chinese characters are ignored. The
first image associated with a text is chosen as its related image and the texts without
images are removed. Topics of similar classes are integrated into one category. For
example, “humanities” and “culture & society” are combined into “culture”. Some
independent classes with less than 150 documents are discarded. The raw tests are
pre-processed by removing punctuation as well as numbers.
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Brain    Butterfly    Cactus    Deer    Dice    Dolphin    Elephant  Frog   Harp     Pram  

 

Figure 3.6: Samples of the ten categories of the TVGraz dataset.

                   

                   

                   

Culture    Biology &   Natural  Geography  Scholar &    History   Political &    Traffic    Warfare &   

Medicine  Science        Occupational Figures      Military Figures          Military  

 

        

Figure 3.7: Samples of the nine categories of the Ch-Wikipedia dataset.
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Query Image 

the top retrieved texts 

Ornstein soon moved in a very different direction. He began imagining and then writing works with 

new sounds, dissonant and startling. Ornstein himself was unsettled by the earliest of these comp- 

ositions : " I really doubted my sanity at first . I simply said , what is that ? It was so completely 

removed from any experience I ever had . " Quoted in Broyles and Von Glahn(2007), p.4. On March 

27, 1914, in London,he gave his first public performance of works then called" futurist",now known 

as modernist . Though today the term " futurist " is closely associated with the art movement that 

emerged in Italy late in the first decade of the 1900s, it was often used more broadly in the early 

part of the century to refer to avant-garde art now commonly referred to as"modernist. "In addition 

to a Busoni arrangement of three Bach choral preludes and several pieces by Schoenberg , 

Ornstein played a number of his own compositions. The concert caused a major stir. ... 

Query Text Corresponding Image

Top retrieved images   given the query text

Although it is on average about five cm shorter from beak to tail than the California Condor, the 

The humpback soci- A ''Tarbosaurus'' The body and the The wealth of ''Allo- As in the wings of 

 

Figure 3.8: Retrial samples of TCM for text query task on the En-Wikipedia dataset.
Given the text query on the top left, the top five retrieved images are
shown on the bottom. We also show the image corresponding to the text
query to have a clear semantic comparison with the retrieval results.

3.7.2 Retrieval on English Text and Image Datasets

We first conduct the retrieval experiments on the En-Wikipedia dataset. We compare
our TCM with the semantic correlation matching (SCM) model [35], Fast version
of Maximum Covariance Unfolding (Fast-MCU) [28], and Parallel Field Alignment
Retrieval (PFAR) [29]. Since Fast-MCU and PFAR models published only the MAP
on the Eng-Wikipedia dataset, we compare our TCM with these models on this dataset
only. In our experiments, we set the topic number and the codebook size as 100 on
the En-Wikipedia, which are the same parameters as used in [35].
For visual examination, two examples for retrieval task given a query test or image

are displayed in Fig.(3.8) and Fig.(3.9), respectively. In Fig.(3.8), the text query is a
paragraph related to “music”. The corresponding image (shown on the top right of
Fig.(3.8)) is served as ground truth. The top five retrieved images obtained from the
TCMmodel include images of music sheet, singers, and concerts which are semantically
related to “music”. Figure 3.9 shows that the corresponding images of top five retrieved
texts are semantically related to the query image. Both examples demonstrated that
the TCM model is an effective cross-modal retrieval model by jointly estimating the
correlations between images and texts.
The MAP performance of TCM, SCM, Fast-MCU, and PFAR models on the En-

Wikipedia are shown in Table 3.1. The baseline is computed on the random retrieval
results [35]. It is noted that the TCM model significantly improves the retrieval results
compared to the baseline, particularly for the average MAP. Further, the TCM model
outperforms the SCM and Fast-MCU model in both image and text queries and is
comparable with PFAR model in image queries. Since only SCM published the MAP
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Query Image 

Images corresponding to  the top retrieved texts 

Although it is on average about five cm shorter from beak to tail than the California Condor, the 

Andean Condor is larger in wingspan, which ranges from 274 to 310 cm (9 to 10 ft). It is also 

typically heavier, reaching up to 11 to 15 kg (24 to 33 lb) for males and 7.5 to 11 kg (16 to 24 lb) for 

females. Overall length can range from 102 to 135 cm (40 to 53 in). Measurements are usually 

taken from specimens reared in captivity. The adult plumage is a uniform black, with the 

exception of a frill of white feathers nearly surrounding the base of the neck and, especially in the 

male, large patches or bands of white on the wings which do not appear until the completion of 

the bird's first moulting. The head and neck are red to blackish-red and have few feathers. The 

head and neck are red to blackish-red and have few feathers. The head and neck are meticulously 

kept clean by the bird, and their baldness is an adaptation for hygiene. ...

Corresponding Text

Top retrieved texts given the query image

The humpback soci- 

al structure is 

loose-knit. Usually, 

individuals live 

alone or in small 

transient groups that 

assemble and break 

up over the course...

A ''Tarbosaurus'' 

skull found in 1948 

by Soviet and Mong- 

olian scientists (PIN 

553-1, originally 

called ''Gorgosaur- 

us lancinator'') 

included the skull ...

The body and the 

broad, flat tail of the 

Platypus are 

covered with dense 

brown fur that traps 

a layer of insulating 

air to keep the 

animal warm. ...

The wealth of ''Allo- 

saurus'' fossils, from 

nearly all ages of 

individuals,  

allows scientists to 

study how the 

animal grew and 

how long. ...

As in the wings of 

modern birds, the 

flight feathers of 

''Archaeopteryx'' 

were highly asymm- 

etrical and the tail 

feathers were rather 

broad. ...

Figure 3.9: Retrieval samples of TCM for image query task on the En-Wikipedia
dataset. Given the image query on the top left, the top five retrieved
texts are shown on the bottom. For clear semantic comparisons, we also
show the text corresponding to the image query and images corresponding
to the retrieved texts.

scores of each category, we compare the histograms of our TCM, SCM and the random
case.
To further verify the effectiveness of the TCM model, we also tested the model on

the TVGraz dataset. In the experiments, we set the topic number to 100 and the
size of codebook to 200, which have been reported to yield the best average retrieval
performance in [34]. The MAP values shown in Table 3.1 demonstrated that the TCM
model achieves the best retrieval results with up to 600% improvement compared to
the baseline method. Again, TCM outperforms the SCM model in both image and
text queries on the TVGraz dataset.

3.7.3 Retrieval on the Chinese Text and Image Dataset
In this section, we evaluate the new model on Chinese multimedia datasets. Topic
modeling of Chinese language has been well studied [43, 50]. Most of the previous
studies choose Chinese words as the most basic units of the language [30, 53]. How-
ever, the morphology of Chinese language is different from western languages, such as
English, since characters, instead of words, are the basic structure units for Chinese
language. This has been discussed in Chinese linguistics [44] and verified by computa-
tional evidence [52, 51] concluded that character-based topic models outperform the
word-based topic models in the text classification tasks.
In practice, both the characters and words serve as indispensable parts for Chinese

language. For example, character bāo means bag. By combining with the character
qián (money), it becomes the word qián bāo, which means wallet. By combining with
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Table 3.1: Result comparisons using MAP measure on the English datasets.

Model Image query Text query Average Dataset
Random [35] .118 .118 .118

En-Wikipedia
SCM [35] .277 .226 .252

Fast - MCU [28] .287 .224 .256
PFAR [29] .298 .273 .286

TCM .293 .232 .266
Random [34] .119 .119 .119

TVGrazSCM [34] .693 .696 .694
TCM .694 .706 .700
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Figure 3.10: Chinese representation based on latent Dirichlet allocation [8].

the character shū (book), it becomes the word shū bāo that means schoolbag. By
combining with the character pí (leather), it becomes the word pí bāo (briefcase).
Each Chinese character carries ambiguous semantic meaning. By forming a word, the
semantic meaning is refined. In this chapter, we conduct comprehensive experiments
to validate the new model on a Chinese dataset by using topic models based on both
words and characters. We refer these two kinds of topic models as the word-based
topic model and character-based topic model, respectively.Figure 3.10 shows these two
topic models that are applied to Chinese texts.
For the Chinese corpus, the image representations are as the same as used in English

corpus. Since the morphology of Chinese language is different from western languages,
both characters and words are used as basic terms to model the Chinese text compo-
nents by LDA. These two topic models are named as word-based and character-based
topic models. To build the vocabulary for the Chinese character-based topic model,
the characters that appear less than 3 times in the whole corpus are removed. The
characters are considered as stop words if they appear in over 50% of the documents
[52]. After the preprocessing procedure, we obtain 21240 unique Chinese words and
3419 unique Chinese characters.
For both word-based and character-based topic models, the topic number and code-

book size are assigned as 100. We can see that the SVM classifier with linear kernel
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Table 3.2: Comparison results using MAP measure on the Ch-Wikipedia dataset.

Model Image query Text query Average Dataset
word-based TCM .241 .298 .269 Ch-Wikipediacharacter-based TCM .310 .317 .313

yielded the highest classification accuracy compared to other kernels, similar to the
English corpus. It is utilized for evaluating the word-based and character-based TCM
models.
The comparison results for image and text query using the word-based and character-

based models on Chinese corpus are tabulated in Table3.2. By testing different pa-
rameter settings, we found that the topic number of 500 and the codebook size of
100 gave the best retrieval performance for both models. By inspecting the MAP val-
ues shown in Table 3.2, we noted that both word-based and character-based models
are effective for modeling multiple modalities. Moreover, the character-based model
yielded better retrieval results than the word-based model with 6.9% improvement for
image query and 1.9% for text query. The main reason lies in that the size of word
vocabulary is larger than the size of character vocabulary. Less words in the vocabulary
than the characters appear in the text corpus, which leads to a lower log likelihood
of a perplexity measure. The perplexity is used to evaluate the ability of a language
model to generalize to unseen data [52].
Detailed experiments have also been carried out to compare the histogram of MAP

values on each category by using the word-based and character-based models to per-
form image and text query. For most categories, the character-based model outper-
forms the word-based models, especially for the image query task. There is significant
improvement that can be observed by using the character-based model. It is consistent
with the results that were reported in [52], suggesting better retrieval performance can
be achieved by using the character-based model for Chinese corpus.

3.8 Conclusions and Future Work
Cross-modal multimedia information retrieval aims to jointly model data from disparate
modalities and support access to each individual modality when given a query from one
arbitrary modality. In this chapter, a topic correlation model (TCM) for cross-modal
multimedia retrieval shows relatively good performance compared with some represen-
tative state-of-the-art approaches. The statistical relations between mid-level features
from different modalities were investigated. The main contributions of this research
can be summarized as follows: (1) A simple and effective topic correlation model is
presented for cross-modal information retrieval by modeling statistical correlation be-
tween mid-level features of different modalities; (2) the new model outperforms most
of the state-of-the-art cross-modal retrieval models on given benchmark problems; and
(3) the model can be applied to retrieval tasks in another languages. By considering
the morphology of Chinese, word-based and character-based models were studied and
evaluated on a Chinese Wikipedia dataset. The experimental results demonstrated
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that the character-based TCM works better than the word-based model.
The future work will be focused on the following issues: (1) A better understanding

of deep semantic correlation between different modalities is necessary. A generative
process can be considered that images and texts in one document are generated by
the same hidden semantic concepts; (2) given a multimedia document, the informa-
tion presented in both modalities (image and text) are actually redundant, due to the
fact that there is unrelated information when considering the cross-modality semantic
correlations. It remains unknown how to filter irrelevant texts which have no corre-
sponding images, or vice versa. This noise control process may significantly improve
the quality of retrieval.
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